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ABSTRACT
Domain science experts are commonly limited by computational
e�ciency of their code and hardware resources available for execu-
tion of desired simulations. Here, we detail a collaboration between
domain scientists focused on simulating an ensemble of climate
and human management decisions to drive environmental (e.g.,
water quality) and economic (e.g., crop yield) outcomes. Brie�y,
the domain scientists developed a message passing interface to
execute the formerly serial code across a number of processors,
anticipating signi�cant performance improvement by moving to a
cluster computing environment from their desktop machines. �e
code is both too complex to e�ciently re-code from scratch and
has a shared codebase that must continue to function on desktop
machines as well as the parallel implementation. However, ine�-
ciencies in the code caused the LUSTRE �lesystem to bo�leneck
performance for all users. �e domain scientists collaborated with
Indiana University’s Science Applications and Performance Tuning
and High Performance File System teams to address the unforeseen
performance limitations. �e non-linear process of testing so�ware
advances and hardware performance is a model of the failures and
successes that can be anticipated in similar applications. Ultimately,
through a series of iterative so�ware and hardware advances the
team worked collaboratively to increase performance of the code,
cluster, and �le system to enable more than 100-fold increases in
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performance. As a result, the domain science is able to assess ensem-
bles of climate and human forcing on the model, and sensitivities of
ecologically and economically important outcomes of intensively
managed agricultural landscapes.
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1 INTRODUCTION
1.1 Use Case: Simulation of Intensively

Managed Landscapes
�e intensively managed landscapes of the agricultural Midwest-
ern U.S. are among the world’s most productive areas in terms
of food and energy crops [8, 21]. �is productivity is a result of
nutrient-rich and water-holding soils, bolstered further by intense
management of drainage, pests, diseases, and plant nutrients. Pres-
sures on the Midwest’s natural resources emerge from a number
of sources: climate, water for biofuels [17], competing demands
for land use, and urban populations. Tensions between crop pro-
duction and the environmental impacts of agriculture are expected
to grow as climate changes impact production potential [9] and
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Figure 1: Conceptual model of the representation of earth surface and subsurface processes in Agro-IBIS including the si-
multaneous balance of energy, water, momentum, carbon, and nitrogen. �e model takes key inputs of climate forcing and
on-farmmanagement (e.g., crop type, fertilizer timing and amount) and predicts a host of important outcomes including crop
yield, soil health, water quality, and water quantity in Intensively Managed Landscapes. �is �gure reprinted from Fig. 1 in
[13], ©American Meteorological Society. Used with permission.

stakeholders respond with litigation over downstream impacts of
land management on water quality [26]. Changes that are already
being experienced include warmer winters, longer growing sea-
sons, increases in heavy rainfall, shi�s in precipitation timing, and
higher average stream�ow [3, 23, 25, 34]. �ese changes in hydro-
logical forcing will exacerbate the already large nutrient exports
from the region [4, 29, 35]. Increasing soil erosion due to higher
runo� [18, 19], changes in corn yield due to high temperatures
[24], and production loss due to heavy rainfall [22] will all require
adaptation by farmers.

Con�icts over agriculture’s role in water quality are already
prevalent, in part due to recognition of the region’s contribution to
high nutrient loads reaching local water supplies and the Gulf of

Mexico [10]. Recent shi�s in market dynamics have been a�ributed
to the transition of degraded land in conservation programs back
to more vulnerable annual systems [15]. Transitioning to perennial
bioenergy sources, for example, can help mitigate nitrogen-related
environmental impacts while providing increased soil health and
reduced runo� and soil erosion [5]. However, to avoid unexpected
consequences from such transitions, studying the integrated bi-
ological, physical, chemical and human impacts is critical. Be-
cause changing social and economic factors can dominate on-farm
decision-making regarding what to plant, it is important that an
analysis of land management scenarios explicitly incorporate dy-
namic (i.e., non-stationary) human behavior.
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�e suite of existing tools to simulate the interactions between
climate and on-farm management decisions are commonly referred
to as ”agro-ecosystem models”, typically modi�ed versions of Earth
System Models. One state-of-the-science agro-ecosystem model is
Agro-IBIS [13], which has been widely validated in the Midwestern
U.S. and used to forecast a host of management scenarios related to
climate, energy crops, and crop rotation choices [2, 6, 14, 16, 28, 30–
33]. Agro-IBIS requires inputs of dynamic forcing by natural sys-
tems (e.g., climate, weather), on-farm decisions (e.g., crop type,
fertilizer application, conservation practices), and landscape prop-
erties (e.g., soil type, topography), making predictions of a host of
state variables and �uxes related to carbon, nitrogen, water, and
energy balances. Notable outcomes include measures of crop yield,
soil quality, stormwater runo�, and nutrient losses. Taken together
these outputs provide a suite of indicators that are important to
Midwestern land managers and allow them to evaluate their current
decisions and explore a host of possible future scenarios.

With the agro-ecosystem model in-hand, one key challenge re-
mains. �e model itself originated as v2 of the Integrated BioSphere
Simulator, IBIS [7]. �e codewaswri�en in Fortran-90 and designed
to be run on a single processor on a stand-alone machine. As the
code evolved into the modern Agro-IBIS, two notable and related
developments were realized. First, a user-group formed that main-
tains the code using a SubVersioning network to facilitate sharing
of modi�cations and updates to the code. Any modi�cations to
the code must be compatible with the single-processor Fortran-
90 based code to maintain usability across the community. �e
desire to maintain such usability for the network and lack of com-
puting expertise resulted in the code failing to take advantage of
newer computer architectures which contain multiple processors
and considerably more memory than those for which the code was
originally designed. Related to this challenge, code modi�cations
and updates are conducted by domain scientists who have li�le ex-
pertise in computing optimization. As a result, the implementation
of the model prior to this project was limited by computational
power. Among the user group, having a dedicated PC to run simula-
tions one-at-a-time on a single core is common. Furthermore, most
domain scientists accept the long timescales for computation (e.g.,
one week or more for a simulation of 60 years across the Mississippi
River Basin). �is con�guration necessarily limits the sheer num-
ber of runs that can be completed, and thus the ability to explore
complex scenarios that systematically vary di�erent climate and
on-farm management inputs.

In summary, the user community is currently limited by the
implementation of their code on a single processor. �e community
has aspirations to apply themodel in two directions. First, the ability
to forecast ensembles of climates and management decisions will
inform sustainable resource management and allow the calculation
of uncertainty envelopes around forecasts. Next, the group has
discussed near real-time forecasting of water quality that would
require rapid throughput. In the remainder of this manuscript
we document the process of modifying the code base to run on
Indiana University’s High Performance Computing infrastructure,
requiring notable advances in hardware and so�ware.

2 BACKGROUND
Our team includes Indiana University (IU) scholars, Ward, Li, and
Balson (Ward’s group) and members of IU’s HPC Research Applica-
tions group (Henschel’s group). Ward’s group studies the transport
and fate of solutes through the landscape, with a particular empha-
sis in this project on agricultural systems and nutrient pollution.
Henschel’s group is dedicated to serving the IU research community,
facilitating their use of IU’s Advanced Cyberinfrastructure facilities.
In addition to members of his Science Community Tools division,
Henschel invited Simms to bring members of his High Performance
File System group (HPFS) to participate. Ward’s group had devel-
oped mpi4ibis in order to run Agro-IBIS on multiple processors
and accelerate their ability to explore a wider range of scenarios
and input con�gurations. Although not the original reason why
Ward contacted Henschel’s group for assistance, while scaling up
the number of parallel processes, it was discovered that running
mpi4ibis on larger numbers of processors had a signi�cant negative
impact on the functioning of our computational �le system, Data
Capacitor II.

2.1 IU’s Advanced Cyberinfrastructure
Big Red II [11] and Big Red II Plus are two of the prominent HPC
systems within IU’s Advanced Cyberinfrastructure. Big Red II is a
shared resources for researchers, faculty, sta� and students at IU.
Big Red II Plus is Indiana University’s newest high performance
computing system dedicated to large projects and in particular
to projects funded through Indiana University’s grand challenge
initiative. It is a Cray XC30 comprised of 552 compute nodes, each
of which contains two Intel Xeon E5-2697 v2 12-core processors
and 64GB of RAM. Big Red II is a Cray XE6/XK7 supercomputer
and is IU’s primary HPC system designed for parallel computing.
It is comprised of a hybrid architecture containing 344 CPU-only
compute nodes and 676 GPU/CPU compute nodes accounting for
1020 total nodes. Both systems contain I/O nodes that bridge the
Cray internal interconnect into the In�niband fabric for fast access
to the Data Capacitor II (DC2) [12].

�e DC2 is the primary networked scratch and project storage
platform for IU’s research computing systems. It is a 5.3 PB, Lustre-
based �le system. �e system is composed of one active meta-data
server (MDS) and sixteen object storage servers (OSSs), which
manage I/O to 252 object storage targets (OSTs), each of which is a
pool of redundant hard drive storage. �e system is also supported
by an arrangement of Lustre networking (or LNET) routers, which
are specially con�gured servers designed to route data betweenDC2
and the Cray Aries and Gemini interconnects, as well as 10Gb/s
Ethernet from IU’s Karst and Mason clusters. �e DC2 interconnect
is based on 56Gb/s FDR In�niband, and it connects to the Lustre
routers via a 108-port Mellanox SX6506 FDR In�niband switch.

2.2 MPI implementation
Prior to engaging with Henschel’s group, Li and Ward had devel-
oped mpi4ibis, a multiple processor implementation (MPI) for the
Agro-IBIS code. Agro-IBIS calculations work by decomposing the
domain into a grid of cells to represent the landscape, and then
applying calculations to each individual cell. To maintain the abil-
ity to integrate the code with the SubVersion network, the MPI
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was implemented in C++ as a ”wrapper” that would control the
execution of the program without alteration of the executable �le.
Brie�y, the steps for the MPI:

(1) Decompose the domain into a series of sub-domains;
(2) Build the necessary input �les for each sub-domain;
(3) Execute each sub-domain on a di�erent processor using

the Agro-IBIS executable from the Fortran code; and
(4) Post-processing to stitch the �les from each processor into

a single set of outputs

�is strategy allowed the simulation to be divided amongst as
many processors as desired. Although the added steps of pre-
processing to de�ne the domains and post-processing to combine
results were required, run-times were signi�cantly reduced com-
pared to those possible on a single o�ce PC.

2.3 Initial Consultation
When mpi4ibis was �rst brought to Henschel’s group, it was able to
compute much larger areas in a shorter time than had been possible
using a single serial Agro-IBIS process. Ward’s team had calculated
the time that they thought would be necessary to complete their
analysis and was requesting exclusive or priority use of the system
in order to be able to complete the work. Importantly, the request
would have run several instances using hundreds of processors each
in parallel to achieve the desired results. Even with the considerable
advances in speed, Ward needed higher throughput thanwhat could
be achieved by submi�ing jobs in the usual way.

During our team’s initial consultation meeting it was decided to
do some benchmarking and some performance analysis of mpi4ibis.
Considering the lack of prior analysis, it was considered likely
that we could increase the performance of the so�ware and reduce
the resources required to perform the research. �e performance
analysis was not straight forward, because from the point of view
of mpi4ibis, the Agro-IBIS subprocesses are black boxes. It was
necessary to analyze Agro-IBIS separately from mpi4ibis.

2.4 Unanticipated Problem
Concurrentwith our analyses,Ward’s group ranmulti-nodempi4ibis
jobs to test scaling and performance as well as to test a variety of
changes in the parameters space. �ese test runs were taking con-
siderably longer than anticipated. At the same time, other users
of the DC2 �le system were reporting slow system response. Even
basic �le system operations such as ”ls” could take unreasonably
long to complete. It was determined that the system slowdown
was happening whenever Ward’s group had multiple jobs running.
Although there were environmental factors which could have been
causing some of the response problems, whenever Ward’s group
would complete or halt all of their runs, the system would return to
its typical behavior. As Ward increased the number and size of his
tests, running mpi4ibis using more Agro-IBIS sub-processes 256,
512, 1024, etc., the detrimental a�ect on the DC2 Lustre �le system
became clear. �e �le system would slow down to a crawl when a
number of Ward’s jobs were running on the system. �e ultimate
result was that system performance declined for all users including
Ward’s group.

3 ANALYSES
3.1 Analysis Procedures
�e code builds easily on our Cray System using the Intel compiler
and NetCDF libraries. As described above, the Agro-IBIS code is
serial and was wri�en in Fortran. �e MPI C++ wrapper assigns
the sub-domains of the problem to the various MPI tasks which
then run Agro-IBIS on that sub-domain through a system call, as
a sub-process. Each Agro-IBIS sub-process creates its own set of
output �les, which then must be post-processed to stitch them
together into a single set of output �les.

Our performance analysis of the application was done using
Score-P [27], Vampir [20], and Allinea Map [1]. We had to create a
separate instrumentation to analyze mpi4ibis than the one created
to analyze Agro-IBIS. Benchmarking of the code was performed
on maintenance days, prior to opening up the HPC systems, so
that we could observe performance on a quiescent system. �is
allowed our relatively short test run times to be less a�ected by
external factors. A short demonstration problem was split into 16
parts. Each Agro-IBIS run in these tests was set up to compute a
problem corresponding to one of the 16 parts, guaranteeing that
they are all computing problems of similar size, as they do during
production. Various environmental parameters were then changed,
including increasing the number of simultaneously running Agro-
IBIS processes.

3.2 Performance Analysis
Figure 2 shows results from analyzing a simple demonstration
problem that completes in a fewminutes. �e computational section
of the code is shown as evenly distributed over the utilized processes.
Post-processing is shown to be dominated by the processing of
a single �le by a single processor. At the time of this analysis,
computational times for production runs were longer than post-
processing times. So in the short term we focused on Agro-IBIS
code analysis, leaving improving the post-processing performance
to later.

Vampir traces of Agro-IBIS showed that there was a considerable
amount of I/O that was happening, even within primarily computa-
tional sections of the code. Figure 3 is analysis of a single Agro-IBIS
run corresponding to one of the green sections in �gure 2. �e
yellow and purple are read and write sections of the code. �ese
dominate the time consumed. Our Allinea 1 performance report for
Agro-IBIS indicated that 30.3% of the time is spent in computation
and 69.7% in I/O. Within the I/O, about twice as much time is spent
in writes than in reads. Note the two insets in �gure 3 showing
small sections of the trace in more detail. Small reads and writes
occur regularly and in great numbers throughout the course of the
program.

3.3 Environmental Analysis
Benchmark tests were performed using a small problem set, without
the post-processing. We did this to determine if we could change
system parameters in ways that would improve the operability of
the code on our system. We experimented with di�erent NetCDF
bu�er sizes. We tried to use Lustre striping in ways that might

1�anks to Le Mai Nguyen Weakly who performed the Allinea work.
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Figure 2: Vampir trace of a short demonstration run of mpi4ibis. Only half of the processes are utilized in the computational
phase. �e green sections labeled ”main” are the system calls to AgroIBIS. �e red sections are where processes are waiting at
MPI barriers waiting for all of the other processes to reach the barrier. �e post processing phase begins a�er the MPI Barrier
in the middle of the �gure. All processors are utilized in the post-processing phase, however the post processing is distributed
on a per �le basis, so most of the processors are waiting for the post-processing of one large �le to complete.

Figure 3: Vampir trace of one Agro-IBIS process corresponding to one of the Agro-IBIS process runs in �gure 2. Two insets
pasted in below the trace of the code show a zoom into the initial read section (0-10 secs) and a write section (90.5-96.0 secs)
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Figure 4: Increasing the number of stripes used by the direc-
tories where the data is read and written is associated with
a marginal decrease in performance.

increase throughput of data and diminish the impact of the code
on the �le system (�gure 4). We also tried using a dedicated Lustre
OST pool for this application, to direct the I/O to disks with more
space and slightly less background activity. However, we were not
able to reduce the impact of the code on the system or increase its
speed in a signi�cant way through any of these measures.

Figure 5: Scaling of results per minute. Each Agro-IBIS pro-
cess is solving a similar size problem. Because individual
processors do not communicate during execution, scaling
should be close to ideal. �e divergence from ideal scaling
is signi�cant considering the lack of interprocess overhead.
(Slope changes in the ideal line are due to the non-linear na-
ture of the axis scale.)

Scaling of the code computationally should be close to ideal,
since there is no inter-process communication among the Agro-
IBIS processes. Consequently, there should be very li�le run-time
increase as the number of concurrent processes increases and the
”Results per Minute” should increase proportional to the number
of processes. However, the scaling diverges considerably from the
ideal (�gure 5). What we saw was that as the the number of Agro-
IBIS processes running increases, at a certain point, in terms of
number of processes, the processes start slowing down considerably.
�is is also shown in �gure 6, which shows dramatic increases in
time as the number of processes increase. In ideal scaling the time
would stay constant as the number of processes increases.

Figure 6: Computational time as a function of the number
of processors running Agro-IBIS simulations with mpi4ibis
code as originally constructed compared to the code as we
optimized it a�er our analyses. Reads and writes are occur-
ring on DC2. Each Agro-IBIS process is solving a similar size
problem. Ideally the line in this graph would be relatively
�at.

When the negative impact of mpi4ibis on DC2 was discovered,
we did some additional tests to measure the e�ect of the code
running on the �le system. With 512 Agro-IBIS processes running
on an otherwise quiescent system, I/O operations per second (IOPS)
peaked at around 25,000 and write I/O peaked at 24GB per second.
�is peak I/O is about half of the demonstrated peak throughput.
�e number of of IOPS is an order of magnitude above typical
sustained values and approximately 2–3 times the typical short-
term burst values seen during normal load on DC2 from all systems
that rely on its storage.

3.4 Interpretation
�e bo�leneck to performance enhancement was the I/O. Our anal-
ysis is that this is because of competition for I/O resources and
in particular competition for access to the meta-data server. �e
I/O pa�ern of the Agro-IBIS code was not su�ciently adapted to
scale with the parallel execution under the management of a MPI
C++ management wrapper. �e multiplication of a large number of
IOPS by the parallel runtime led to an unacceptable slow-down of
DC2. One analogy that Slavin used to describe what mpi4ibis was
doing is that of �lling teacups with �rehoses in order to �ll a swim-
ming pool. Optimization of the I/O strategies in the Fortran code of
Agro-IBIS was clearly needed. �at work is described below, and
falls into two main categories: read optimizations and localizing
write operations to the compute nodes.

An important consideration on our system is that the Cray-
supported, Lustre-enhanced Linux kernel available to us is Lustre
version 2.5.3. However, the DC2 �lesystem, at the time of this re-
search, was running Lustre version 2.1, and therefore supported
only one meta-data server. As well, the version of the client kernel
on BRII also lacks support for multiple meta-data servers. �is
means that any increase in meta-data activity (�le opens, closes,
stats, etc.) will not scale with the increase in the number of pro-
cessors used to run the parallel Agro-IBIS simulations. Our opti-
mizations a�empt to resolve this to some degree, but a complete
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parallel I/O optimization would require major rewriting of the core
Agro-IBIS code, which is undesired at this time due to the shared
code base.

When the Agro-IBIS code was initially wri�en, memory was an
important constraint on computation. In order to reduce memory
use, or perhaps as well for simplicity in the code, Agro-IBIS opens
the �le before, then closes the �le a�er, each I/O operation. �is
happens piecemeal for each read or write call, rather than doing
bulk reads of the data, then accessing it through memory, or accu-
mulating data in memory, and then writing it out in chunks (�gure
7). Another factor to note, but which only became apparent to us
in post analysis, is that a single NetCDF I/O operation can result
in multiple POSIX I/O operations because of the multidimensional
nature of NetCDF I/O. �is can result, for example, in a call to
nc get vara �oat() requesting 2K actually reading in 100K during
the operation.

Figure 7: High level detail of nc get vara �oat shows calls
to open and close before and a�er. �is pattern occurs with
every single read and write in Agro-IBIS.

4 OPTIMIZATIONS
While rewriting Agro-IBIS to be more e�cient with I/O could have
been seen as a useful proposition, it was ruled out, due to the
community codebase. Rewri�en code would have to prove that
it produced the same results and it was not considered within
the scope of this project to engage in that task. Additionally, the
requirement that the core program maintain separability as a stand
alone serial program ruled out certain types of I/O optimizations.

4.1 File Reading Optimization
�e Agro-IBIS Fortran code was initially modi�ed by Ward’s team
to run as independent, parallel processes managed by an MPI man-
agement code, mpi4ibis, wri�en in C++. �e I/O functionality was
modi�ed to utilize the standard NetCDF-4 data format. As noted
above, the read and write functionality was maintained as atomic
operations involving opening and closing of �les on each read and
write. Slavin implemented a simple modi�cation of the code to man-
age I/O streams and minimize �le opens and closes. �is provided
a modest performance gain. More signi�cantly, this modi�cation
reduced the impact of numerous Agro-IBIS processes running con-
currently on the �le system. �is is because it considerably reduced
the demands on the meta-data server.

Additional experiments using di�erent user-de�ned bu�er cache
sizes to minimize �le read operations, provided us a minimal ad-
ditional optimization for the portion of the runtime involved in
reading historical records to condition each Agro-IBIS timestep.

4.2 RAM Disk Optimization
Nodes on BRII have 32GB per CPU, half of which is available to
use as a ram disk for the whole node, via /tmp. Dennis proposed
that rather than going to disk for every write operation, we stage
our computations out of /tmp, keeping the writes in ram, then
transferring the output �les in a chunk, when computation was
�nished.

�is sped up the code considerably, since the I/O no longer had
to wait for the Lustre �le system in order to write out each small
batch of data and no longer had to contend for access to the meta-
data server. As well, writing to local memory is much faster than
writing to an external hard drive system. �ere was the added time
of transferring the data in a chunk to the hard drive system, but
the Lustre �le system is much be�er at writing large chunks than
it is writing many small �les.

During testing of this modi�cation, it was determined that we
would need to write out the data for each year, in order to avoid
�lling the memory in /tmp during multi-year runs. �e change also
created a limit to how many Agro-IBIS processes we could have
running on each node, depending on the problem size, without
over�owing the available RAM in /tmp. In practice, it was easiest to
opt for a lower number in order to avoid Out of Memory errors, so
8 processes per CPU was most commonly used during production
runs.

4.3 Post Processing Optimization
�e increase in the throughput of the Agro-IBIS processes meant
that the post-processing now took longer to complete than the Agro-
IBIS computations. �rough code inspection, Dennis discovered
that the mpi4ibis code replicated the Agro-IBIS pa�ern of opening
and closing the �le for each value read. �e open/close operations
were moved out of the enclosing loops and �le id’s saved in an
array. While we did not directly measure the results of this change,
Ward reported a tenfold increase in the speed of the post-processing.
�is balanced the work�ow so that post-processing was no longer
holding up the computation.

4.4 Implementation of an SSD-based File
System

During the period in which this optimization work was being done,
the DC2 �le system was running very close to its capacity, just
ahead of a major upgrade of 1.5 PB. In an a�empt to give the
Agro-IBIS work a boost in performance, and to move the taxing
application o� the main, DC2 �le system, an experimental, SSD-
based, Lustre �le system was set up to support Ward’s group’s work.
�e experimental system is known as DCRAM.

�e DCRAM �le system is composed of eight Lustre servers, two
for meta-data (MDS nodes) and six to manage object storage targets
(OSS nodes). �e DCRAM �lesystem supports twelve object storage
targets (OSTs), each of which is a RAID-0 (striped and concatenated)
array of four 800GB Intel enterprise MLC-based SSD drives. �e
forma�ed �le system allows for up to twelve parallel write streams
at a time to �les which may be striped across OSTs, and via an
In�niband interconnect of 40Gb/s connections to the BRII system.
�e dual MDS nodes allow for optional striping of meta-data, also
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Figure 8: Vampir screen shot depicting a single instance of the Agro-IBIS code out of 16. Progress over time (about 180 seconds)
is depicted on the le� while aggregated stats are depicted on the right. �e background color identi�es the non-tuned (orange)
and tuned (green) results.

via 40Gb/s In�niband connections to the 4-SSD RAID-0 arrays that
comprised the MDT storage.

4.5 Comparison Analysis
We studied the performance of the code with the Vampir per-
formance visualizer [20]. �e respective performance data was
recorded with the Score-P performance monitor [27]. Score-P was
con�gured to record detailed event data for NetCDF calls, user func-
tions and rusage resource counters. Data was recorded for both
the Agro-IBIS MPI-wrapper, mpi4ibis, and the actual Agro-IBIS
compute kernel.

�e la�er is discussed here primarily due to its high I/O demands.
Detailed performance tests were performed on a 1 node/16 core
con�guration of our BRII system for simplicity reasons. �e solver
ran for about 180 seconds. At this scale performance issues start
becoming observable. Larger performance tests were evaluated
with absolute timings and system performance stats to prove what
has been observed and tuned at a smaller scale.

Figure 8 illustrates the impact of our code improvements graphi-
cally. �e le� portion of this �gure illustrates the behaviour of the
code over time. Color coding is used to identify the di�erent activi-
ties of the code. Yellow identi�es POSIX I/O and orange is used for
NetCDF. I/O read activity is depicted as graph in pink showing I/O
blocks read per second. On the right hand side aggregated invoca-
tion numbers and times are depicted for the dominating POSIX and
NetCDF calls of our code. �e orange background color identi�es
the original version of the code whereas the green background
color represents results for the tuned code version. A single repre-
sentative instance of the Agro-IBIS code out of 16 has been used
for analysis.

�e following e�ects can be observed: Per core read input band-
width has been brought down to 10% of the original demand (see
pink graphs). Meta-data handling due to calls to nc open() and
nc close() has been reduced to a third (see table in the middle row
to the right). �e overall time spent in nc put vara �oat() was re-
duced by a factor of ten due to the ram optimization mentioned
earlier.
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5 SCALABILITY ANALYSIS
Ward’s recent work even using the optimized code was constrained
more by �le system response than by availability of computational
resources. �e post-processing steps also slowed the ability to
move data into long term storage to make room for more data
runs. In order to maximize Ward’s ability to complete his work,
he was given access to DCRAM to use for I/O. Without additional
optimization, the scale of Ward’s problem domain requires the
highest throughput �le system that we can currently provide.

Given access to dedicated resources, such as BigRed II+ along
with the DCRAM �le system, current optimizations are seen to
degrade �le system response on DCRAM (�gure 9) in a way similar
to DC2 (�gure 6). Although throughput is faster, system degrada-
tion still curves up in a way that limits the parallelization of the
code to even larger numbers of nodes (more concurrent Agro-IBIS
subprocesses).

Further scaling can be achieved through optimization of the
post-processing, or through elimination of it, via the use of parallel
NetCDF to transfer the data from sub-domain �les in local RAM,
to the appropriate �nal destination �les on the �le system, rather
than transferring the sub-domain �les to the �le system. �at could
additionally reduce meta-�le operations, reducing impact on the
�le system as a whole. �e more we can reduce I/O contention,
the �a�er we can make the above curves, the larger the problem
domains that will be able to be approached.

Figure 9: Computational timing as a function of the num-
ber of processors running Agro-IBIS using original mpi4ibis
code vs. optimized code on DCRAM. Compare timings with
�gure 6.

6 CONCLUSION
In this case study, we demonstrate the iterative development and
implementation of a solution to adapt a shared agro-ecosystem
code to run in a HPC environment. �e use-case was motivated by
a model user community that was limited in their ability to conduct
ensembles of simulations by extremely long run-times using code
that was not programmed to execute in parallel.

First, we made only minor modi�cations to the source code it-
self, which consisted only of implementing best practices using
NetCDF �les. �is was important to retain the portability of the
code amongst the heterogeneous user base managed via the Sub-
Version network. We iteratively developed an MPI application in

C++ to manage the Fortran-90 so�ware, enabling scaling across
many processors. Initial implementation of the MPI did not scale
because the intensive I/O demands on the Lustre �le system. As a
result, modi�cation of I/O timing and the use of on-node storage
to aggregate outputs before storage on the �le system were used
to provide a scalable solution. At present, the domain scientists
are conducting multiple projects that include hundreds of model
simulations under a range of climate and management scenarios.
�is scale of simulation was not possible prior to our project. Fu-
ture directions may include using parallel NetCDF commands to
eliminate the post-processing step from the work�ow, and imple-
mentation of the code for near-, mid-, and long-term forecasts of
water quality and crop yield.
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